
COMP2620/6262 (Logic) Tutorial

Week 7

Semester 1, 2025

Tutorial Quiz

In each tutorial, apart from week 2, there is a short quiz on skills practised in the previous tutorial. Your
top 7 quiz attempts, out of the 9 available, will collectively count for 50% of your final mark.

This week’s quiz is on Logic4Fun. You should come prepared to use your device to log in to
Logic4Fun, and have already joined our class, following instructions in Wattle. During the test you
may look up Logic4Fun documentation on the Logic4Fun website: in particular you might like to have
https://logic4fun.cecs.anu.edu.au/guide/built-ins open in a tab.

Your tutor will hand out paper face down with the description of the puzzle you need to translate
into Logic4Fun syntax, along with some instructions and hints. On your tutor’s signal you can turn
your paper over and you have fifteen minutes to perform this task in the Solver window and submit.
You may submit as often as you like, but later submissions overwrite earlier submissions, so do not
submit at any time after your tutor has asked you to finish the task. This applies even if the test is still
technically open on the website. For full marks your solution must pass the ‘Check Syntax’ button, and
if your modelling is correct, the ‘Solve’ button will produce exactly one solution. Partial marks may still
be available if these tests do not pass. You may ignore any warning that does not prevent the ‘Check
Syntax’ button from printing ‘Syntax checked...OK’.

Make sure that you know the number of the tutorial you are attending, and submit to that tutorial’s
number, even if it is different to your usual tutorial number.

This Week’s Exercises

This tutorial involves the tableaux rules:

T : ⊥
×

T : ¬φ
F : φ

F : ¬φ
T : φ

T : φ ∨ ψ
T : φ T : ψ

F : φ ∨ ψ
F : φ
F : ψ

T : φ ∧ ψ
T : φ
T : ψ

F : φ ∧ ψ
F : φ F : ψ

T : φ→ ψ

F : φ T : ψ

F : φ→ ψ

T : φ
F : ψ

T : ∀xφ
T : φ[a1/x]
T : φ[a2/x]

...
T : φ[an/x]

F : ∃xφ
F : φ[a1/x]
F : φ[a2/x]

...
F : φ[an/x]

where a1, . . . , an are all terms (= variables) in the tableau appearing free before or after this line. If no
variables appear free before this line, the conclusion is φ[a/x] only.

F : ∀xφ
F : φ[a/x]

T : ∃xφ
T : φ[a/x]

where a does not appear free earlier in the tableau.
Branching rules for helping to find finite satisfying models in the presence of quantifiers:
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F : ∀xφ
F : φ[a1/x] · · · F : φ[an/x] F : φ[a/x]

T : ∃xφ
T : φ[a1/x] · · · T : φ[an/x] T : φ[a/x]

where a1, . . . , an are all terms (= variables) in the tableau appearing free before or after this line, and a
does not appear free earlier in the tableau.

1. The test at the start of the next tutorial will resemble this question. It will ask you to
build a complete tableau for a collection of signed propositions (not first order logic).
You will not be asked to explicitly extract a satisfying model.

Build complete tableaux for each of the following sequents and/or collections of signed propositions.
Each branch of each tableaux should be completed, either closed (a contradiction) or open (no
contradiction, but no more applicable rules)

� ¬(p→ q) ⊢ p→ ¬q
Solution.

(1) T : ¬(p→ q) ✓

(2) F : p→ ¬q ✓

(3) F : p→ q from (1) ✓

(4) T : p from (2)

(5) F : ¬q from (2) ✓

(6) T : p from (3)

(7) F : q from (3)

(8) T : q from (5)

× (7, 8)

� p→ ¬q ⊢ ¬(p→ q)

Solution.
(1) T : p→ ¬q ✓

(2) F : ¬(p→ q) ✓

(3) T : p→ q from (2) ✓

(4) F : p from (1) (5) T : ¬q from (1) ✓

(6) F : p from (3) (7) T : q from (3) (8) F : p from (3) (9) T : q from (3)

(10) F : q from (5) (11) F : q from (5)

× (9, 11)

� p→ ¬q,¬q → p ⊢ ¬(p→ q) ∨ ¬(q → p)

Solution.
(1) T : p→ ¬q ✓

(2) T : ¬q → p ✓

(3) F : ¬(p→ q) ∨ ¬(q → p) ✓

(4) F : ¬(p→ q) from (3) ✓

(5) F : ¬(q → p) from (3) ✓

(6) T : p→ q from (4)

(7) T : q → p from (5)

(8) F : p from (1) (9) T : ¬q from (1)

(10) F : ¬q from (2) (11) T : p from (2) (12) F : ¬q from (2) (13) T : p from (2)

× (8, 11) × (9, 12)
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At this point the degree of branching is getting a bit hard to write down nicely, so let’s break
the tableau apart to examine from lines (10) and (13), one after another:

(10) F : ¬q ✓

(14) T : q from (10)

(15) F : p from (6) (16) T : q from (6)

(17) F : q from (7) (18) T : p from (7) (19) F : q from (7) (20) T : p from (7)

× (14, 17) × (8, 18) × (14, 19) × (8, 20)

and

(13) T : p

(21) F : q from (9)

(22) F : p from (6) (23) T : q from (6)

× (13, 22) × (21, 23)

� T : ⊥ ∨ p,F : p ∧ ¬q,F : q ∧ r
Solution.

(1) T : ⊥ ∨ p ✓

(2) F : p ∧ ¬q ✓

(3) F : q ∧ r ✓

(4) T : ⊥ from (1) (5) T : p from (1)

× (4) (6) F : p from (2) (7) F : ¬q from (2) ✓

× (5, 6) (8) T : q from (7)

(9) F : q from (3) (10) F : r from (3)

× (8, 9)

2. For each of the last group of questions: if it was a sequent, is it valid? Is the set of signed
propositions (either given directly, or derived from a sequent) satisfiable? If it is satisfiable, what
values for the propositions satisfies it?

Solution.

� Valid, as the induced signed propositions are not satisfiable.

� Not valid, as the induced signed propositions are satisfiable. The leftmost open branch tells
us that they are satisfied if p is false, regardless of q. The middle open branch tells us nothing
new, as it generates the case of p false and q true, and likewise the rightmost open branch
ends up with both p and q false.

� Valid, as the induced signed propositions are not satisfiable.

� Satisfiable, but only if p and q are true, and r is false.

3. Exclusive or, sometimes written with the symbol ⊕, is the propositional connective defined by
φ⊕ ψ being true if exactly one of φ and ψ are true. Propose tableaux rules for ⊕. Verify them by
proving

� p⊕ q ⊢ (p ∨ q) ∧ ¬(p ∧ q)
� (p ∨ q) ∧ ¬(p ∧ q) ⊢ p⊕ q
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Solution.
T : φ⊕ ψ

T : φ T : ψ
F : ψ F : φ

F : φ⊕ ψ

T : φ F : φ
T : ψ F : ψ

(1) T : p⊕ q ✓

(2) F : (p ∨ q) ∧ ¬(p ∧ q) ✓
(3) T : p from (1) (5) T : q from (1)

(4) F : q from (1) (6) F : p from (1)

(7) F : p∨q from (2) ✓ (8) F : ¬(p∧q) from (2) ✓ (9) F : p∨q from (2) ✓ (10) F : ¬(p∧q) from (2) ✓

(11) F : p from (7) (13) T : p∧q from (8) ✓ (14) F : p from (9) (16) T : p∧q from (10) ✓

(12) F : q from (7) (17) T : p from (13) (15) F : q from (9) (19) T : p from (16)

× (3, 11) (18) T : q from (13) × (5, 15) (20) T : q from (16)

× (4, 18) × (6, 19)

Note that in the below I save some space by not writing out some propositions into branches that
turn out not to be helpful for closing those branches (specifically, I do not expand line (3) into
the left branch, or (5) into the right branch). You may also do this in your work but be very
careful that you do not misdiagnose a branch as terminated open when in fact you did not enter
all propositions available.

(1) T : (p ∨ q) ∧ ¬(p ∧ q) ✓
(2) F : p⊕ q ✓

(3) T : p ∨ q from (1) ✓

(4) T : ¬(p ∧ q) from (1) ✓

(5) F : p ∧ q from (4) ✓

(6) T : p from (2) (8) F : p from (2)

(7) T : q from (2) (9) F : q from (2)

(10) F : p from (5) (11) F : q from (5) (12) T : p from (3) (13) T : q from (3)

× (6, 10) × (7, 11) × (8, 12) × (9, 13)

4. Build complete tableaux for the following first order logic sequents or sets of signed formulas. Do
not use the branching quantifier rules. If the signed formulas are satisfiable, give a satisfying model.

� ∀x(F x→ H x), ∃x(Gx ∧ ¬H x) ⊢ ¬∀x(Gx→ F x)

Solution.
(1) T : ∀x(F x→ H x) ✓

(2) T : ∃x(Gx ∧ ¬H x) ✓

(3) F : ¬∀x(Gx→ F x) ✓

(4) T : ∀x(Gx→ F x) from (3) ✓

(5) T : Ga ∧ ¬H a from (2) ✓

(6) T : Ga from (5)

(7) T : ¬H a from (5) ✓

(8) F : H a from (7)

(9) T : F a→ H a from (1) ✓

(10) T : Ga→ F a from (4) ✓

(11) F : F a from (9) (12) T : H a from (9)

(13) F : Ga from (10) (14) T : F a from (10) × (8, 12)

× (6, 13) × (11, 14)
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� ∀x(F x→ H x), ∃x(Gx ∧ ¬H x) ⊢ ¬∀x(F x→ Gx)

Solution.
(1) T : ∀x(F x→ H x) ✓

(2) T : ∃x(Gx ∧ ¬H x) ✓

(3) F : ¬∀x(F x→ Gx) ✓

(4) T : ∀x(F x→ Gx) from (3) ✓

(5) T : Ga ∧ ¬H a from (2) ✓

(6) T : Ga from (5)

(7) T : ¬H a from (5) ✓

(8) F : H a from (7)

(9) T : F a→ H a from (1) ✓

(10) T : F a→ Ga from (4) ✓

(11) F : F a from (9) (12) T : H a from (9)

(13) F : F a from (10) (14) T : Ga from (10) × (8, 12)

There are two terminated open branches. As it happens, both give rise to the same model:
the universe of discourse {a} with G interpreted as {a} and F and H as ∅.

� ∀x∀y∀z(Rxy ∧Ryz → Rxz), ∀x∀y(Rxy → Ryx) ⊢ ∀x∀y(Rxy → Rxx)

Solution.
(1) T : ∀x∀y∀z(Rxy ∧Ryz → Rxz) ✓

(2) T : ∀x∀y(Rxy → Ryx) ✓

(3) F : ∀x∀y(Rxy → Rxx) ✓

(4) F : ∀y(Ray → Raa) from (3) ✓

(5) F : Rab→ Raa from (4) ✓

(6) T : Rab from (5)

(7) F : Raa from (5)

(8) T : ∀y∀z(Ray ∧Ryz → Raz) from (1) ✓

(9) T : ∀y∀z(Rby ∧Ryz → Rbz) from (1)

(10) T : ∀z(Raa ∧Raz → Raz) from (8)

(11) T : ∀z(Rab ∧Rbz → Raz) from (8) ✓

(12) T : Rab ∧Rba→ Raa from (11)

(13) T : ∀y(Ray → Rya) from (2) ✓

(14) T : ∀y(Rby → Ryb) from (2)

(15) T : Raa→ Raa from (13)

(16) T : Rab→ Rba from (13) ✓

(17) F : Rab from (16) (18) T : Rba from (16)

× (6, 17) (19) F : Rab∧Rba from (12) ✓ (20) T : Raa from (12)

(21) F : Rab from (19) (22) F : Rba from (19) × (7, 20)

× (6, 21) × (18, 22)

Note how many lines we could have expanded here but chose not to (9,10,12,14,15), because
we could see a way to close the tableau without them. If we were less judicious, this tableau
could have got very big indeed.
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� ∃x∃y Rxy ⊢ ∃x∃y Ryx
Solution.

(1) T : ∃x∃y Rxy ✓

(2) F : ∃x∃y Ryx ✓

(3) T : ∃y Ray from (1) ✓

(4) T : Rab from (3) ✓

(5) F : ∃y Rya from (2)

(6) F : ∃y Ryb from (2) ✓

(7) F : Rab from (6)

(8) F : Rbb from (6)

× (4, 7)

� T : ∀x∀y(Rxy ∨Ryx),T : ∃x∃y(Rxy ∧ ¬Ryx) (you may omit any branches that are identical
to ones you develop)

Solution.
(1) T : ∀x∀y(Rxy ∨Ryx) ✓

(2) T : ∃x∃y(Rxy ∧ ¬Ryx) ✓

(3) T : ∃y(Ray ∧ ¬Rya) from (2) ✓

(4) T : Rab ∧ ¬Rba from (3) ✓

(5) T : Rab from (4)

(6) T : ¬Rba from (4) ✓

(7) F : Rba from (6)

(8) T : ∀y(Ray ∨Rya) from (1) ✓

(9) T : ∀y(Rby ∨Ryb) from (1) ✓

(10) T : Raa ∨Raa from (8) ✓

(11) T : Rab ∨Rba from (8) ✓

(12) T : Rba ∨Rab from (9) ✓

(13) T : Rbb ∨Rbb from (9) ✓

(14) T : Raa from (10)

(15) T : Rbb from (13)

(16) T : Rab from (11) (17) T : Rba from (11)

(18) T : Rba from (12) (19) T : Rab from (12) × (7, 15)

× (7, 18)

Note that lines (10) and (13) are brancing rules, but because the branches are literally identical,
there is no value to developing both. The terminated open branch gives us the model with
universe of discourse {a, b} and R interpreted as {(a, a), (a, b), (b, b)}.
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5. Use the branching rules for first order logic to find a finite model that shows that ∀x∃y Rxy ⊢
∃x∀y Rxy is not valid.

Solution. Some branches of this tableau are infinite, and others close, so I will develop only the
branches that get us quickly to a terminated open branch. For example from line (3) we explore
the possibility that Raa but ignore the possibility that Rab for a freshly chosen b. You might
make different decisions on which branches to develop, which might lead you to a different model
(assuming you are not still stuck in an infinite loop!).

(1) T : ∀x∃y Rxy ✓✓

(2) F : ∃x∀y Rxy ✓✓

(3) T : ∃y Ray from (1)

(4) F : ∀y Ray from (2)

(5) T : Raa from (3)

(6) F : Rab from (4)

(7) T : ∃y Rby from (1) ✓

(8) F : ∀y Rby from (2) ✓

(9) T : Rbb from (7)

(10) F : Rba from (8)

I have ticked lines (1) and (2) twice to indicate that they fired twice in this proof; the introduction
of b in line (6) forces them to each produce another formula. The model is {a, b} with R interpreted
as equality, i.e. {(a, a), (b, b)}.

7


